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The accuracy of the current generation of cosmic-ray (CR) experiments, such as AMS-02,
PAMELA, CALET, and ISS-CREAM, is now reaching ∼1–3% in a wide range in energy per nucleon
from GeV/n to multi-TeV/n. Their correct interpretation could potentially lead to discoveries of
new physics and subtle effects that were unthinkable just a decade ago. However, a major obstacle
in doing so is the current uncertainty in the isotopic production cross sections that can be as high
as 20–50% or even larger in some cases. While there is a recently reached consensus in the astro-
physics community that new measurements of cross sections are desirable, no attempt to evaluate
the importance of particular reaction channels and their required accuracy has been made yet. It is,
however, clear that it is a huge work that requires an incremental approach. The goal of this study
is to provide the ranking of the isotopic cross sections contributing to the production of the most
astrophysically important CR Li, Be, B, C, and N species. In this paper, we (i) rank the reaction
channels by their importance for a production of a particular isotope, (ii) provide comparisons plots
between the models and data used, and (iii) evaluate a generic beam time necessary to reach a 3%
precision in the production cross-sections pertinent to the AMS-02 experiment. This first roadmap
may become a starting point in the planning of new measurement campaigns that could be car-
ried out in several nuclear and/or particle physics facilities around the world. A comprehensive
evaluation of other isotopes Z ≤ 30 will be a subject of follow-up studies.

I. INTRODUCTION

The centennial anniversary of the discovery of CRs (in
2012) was marked by a series of exciting discoveries made
a few years before it and during the following years [1–
10]. It became possible due to the superior instrumenta-
tion launched to the top of the atmosphere (e.g., BESS-
Polar, CREAM) and into space (PAMELA [11], AMS-02
[3], Fermi-LAT [12]) and whose accuracy is now reach-
ing an astonishing level of 1–3% (see a collection of CR
data in [13]). Not surprisingly, these recent developments
raised anticipations that new measurements of compo-
sition and spectra of CR species may reveal signatures
of yet unknown effects or phenomena and consequently
led to the surge of interest in astrophysics and particle
physics communities. Meanwhile, achieving this goal de-
mands the appropriate level of accuracy from theoretical
models used for interpretation of the data collected by
the modern or future experiments. The major obstacle
to this is the accuracy of the existing measurements of
the nuclear production cross sections [14–18] whose er-
rors are reaching 20–50% or even worse [15, 19–23] and
are unacceptable by nowadays standards.

An accurate calculation of the isotopic production
cross sections is a cornerstone of all CR propagation cal-
culations. The cross sections are necessary to calculate
the production of secondary isotopes (e.g., isotopes of
Li, Be, B) in spallation of CR in the interstellar medium

(ISM) and to derive propagation parameters [24–27] that
provide a basis for a number of other studies [28]. Even
slight excesses or deficits of certain isotopes in CRs rel-
ative to expectations from propagation models [29, 30]
can be used to pin down the origins of various species,
their acceleration mechanisms and propagation history;
they also help to locate other deviations [1, 31, 32] that
otherwise could remain unnoticed. In turn, such infor-
mation is necessary for a reliable identification of subtle
signatures of the dark matter or new physics [33, 34], and
for accurate predictions of the Galactic diffuse emission
and disentangling unexpected features [9, 35–37]. This
calls for a dedicated effort to improve on the accuracy
of the nuclear production cross sections, especially in the
context of recent anomalies seen in CRs, such as, e.g.,
spectral breaks [2, 4, 5, 38–40]. Note that the production
cross sections are also the key ingredient for calculations
of the production of cosmogenic radionuclides by Galac-
tic CRs in Earth’s atmosphere and meteorites [41–43]
and for human radiation shielding applications [44].

The realization that the correct interpretation of the
CR measurements requires a corresponding accuracy of
the nuclear cross sections is not entirely new. An evi-
dence can be found in the proceedings of the 16th In-
ternational Cosmic Ray Conference (ICRC, Kyoto) pub-
lished back in 1979, as quoted from a talk by Raisbeck
[45]: “...this is the first time anyone involved in the ex-
perimental determination of nuclear cross sections has
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Particle Production in the Galaxy

• CR-grammageX (“target thickness”) from secondary nuclei, e.g.

(B/C) ∼ (1− e−X/λprod) e−X/λB

e−X/λprod
.

λprod =
mp

σprod
= mp

(∑
Ψi × σ(i+ p → B)∑

Ψi

)−1

, i = C,N,O, ...

•X ≪ λXB andX ≪ λB

X ∼ (B/C)
mp

σprod

• prediction for e.g. anti-protons (X ≪ λpp̄):

(p̄/p) ∼ X/λpp̄ = (B/C)
σpp̄
σprod

• relative uncertainty δX = δ(X)/X

δ2p̄/p ∼ δ2(B/C) + δ2σpp̄
+ δ2σprod



(p̄/p) Uncertainty
δ2p̄/p ∼ δ2(B/C) + δ2σpp̄

+ δ2σprod

∼ 0.032

+ 0.22 + 0.22 = 0.282

and L3–L8. This residual background is < 3% for the
boron sample and < 0.5% for carbon.
The background from carbon, nitrogen, and oxygen

interactions on materials above L1 (thin support structures
made by carbon fiber and aluminum honeycomb) has been
estimated from simulation, using MC samples generated
according to AMS flux measurements [32]. The simulation
of nuclear interactions has been validated using data as
shown in Fig. 3 of the Supplemental Material [31]. The
background from interactions above L1 in the boron
sample is 2% at 2 GV and increases up to 8% at 2.6
TV, while for the carbon sample it is< 0.5% over the entire
rigidity range. The total correction to the B=C ratio from
background subtraction is −2% at 2 GV, −3% at 20 GV,
−7% at 200 GV, and −10% at 2 TV.
After background subtraction the sample contains

2.3 × 106 boron and 8.3 × 106 carbon nuclei.
Data analysis.—The isotropic flux ΦZ

i for nuclei of
charge Z in the ith rigidity bin ðRi; Ri þ ΔRiÞ is given by

ΦZ
i ¼ NZ

i

AZ
i ϵ

Z
i TiΔRi

; ð1Þ

where NZ
i is the number of events of charge Z corrected

for bin-to-bin migrations, AZ
i is the effective acceptance, ϵZi

is the trigger efficiency, and Ti is the collection time.
The B=C ratio in each rigidity bin is then given by

�
B
C

�
i
¼ ΦB

i

ΦC
i
¼ NB

i

NC
i

�
AB
i

AC
i

ϵBi
ϵCi

�−1
: ð2Þ

In this Letter the B=C ratio was measured in 67 bins from
1.9 GV to 2.6 TV with bin widths chosen according to the
rigidity resolution.
The bin-to-bin migration of events was corrected

using the unfolding procedure described in Ref. [4]

independently for the boron and the carbon samples.
This results in a correction on the B=C ratio of −2.4%
at 2 GV, −0.5% at 20 GV, −5% at 200 GV, and −13%
at 2 TV.
Extensive studies were made of the systematic errors.

These errors include the uncertainties in the two back-
ground estimations discussed above, in the trigger effi-
ciency, in the acceptance calculation, in the rigidity
resolution function, and in the absolute rigidity scale.
The systematic error on the B=C ratio associated with

background subtraction is dominated by the uncertainty of
∼10% in the boron sample background estimation for
interactions above L1, see, for example, Fig. 3 of the
Supplemental Material [31]. The total background sub-
traction error on the B=C ratio is < 1% over the entire
rigidity range.
The systematic error on the B=C ratio associated with the

trigger efficiency is < 0.5% over the entire rigidity range.
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FIG. 2. The B=C spectral index Δ as a function of rigidity.
The dashed red line shows the single power law fit result to the
B=C ratio above 65 GV; see Fig. 1.
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FIG. 3. The boron to carbon ratio as a function of kinetic energy
per nucleon EK compared with measurements since the year 1980
[12–21]. The dashed line is the B=C ratio required for the model
of Ref. [7].
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FIG. 1. The AMS boron to carbon ratio (B=C) as a function of
rigidity in the interval from 1.9 GV to 2.6 TV based on 2.3 million
boron and 8.3 million carbon nuclei. The dashed line shows
the single power law fit starting from 65 GV with index Δ ¼
−0.333� 0.014ðfitÞ � 0.005ðsystÞ.
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TABLE VII. Fit results of fpA for the different pp Param. I and II, and for different data sets A (NA49 pC) and B (NA49 pC,
LHCb pHe).

Param. I Param. II

Parameter A B A B

D1 0.830± 0.012 0.825± 0.012 0.825± 0.012 0.828± 0.012

D2 0.149± 0.013 0.167± 0.012 0.154± 0.013 0.145± 0.012

ωNA49 1.000± 0.025 1.001± 0.024 1.000± 0.025 0.997± 0.024

ωLHCb - 0.900± 0.015 - 1.034± 0.018

on the pp parametrization. The fact that Hep is harder
than pHe comes from the CR flux which is harder for He
compared to p. The two parameterizations are compati-
ble within uncertainties in the AMS-02 Tp̄ energy range,
while Param. I implies a slightly softer p̄ spectrum w.r.t.
Param. II. The agreement with former parametrizations
Winkler and KMO is unchanged compared to the pp
study. However, the re-scaled Di Mauro et al. shows
large deviation in the shape at high energies. We rec-
ommend to use the re-scaling from this paper instead.

IV. THE TOTAL ANTIPROTON SOURCE
TERM

The results obtained in the previous sections can be
joint to compute the total antiproton source term in
the Galaxy, including antineutrons and antihyperons,
and the contributions from nuclei heavier than helium.
The latter, as shown in Fig. 2, give a contribution which
is not negligible when compared to errors on the p̄ flux
measured by AMS-02. The CR CNO on p or He con-
tributes to the source term at the few percent level each.
Even the heavier CR primaries NeMgSi and Fe may
contribute above 1%. We note that our fit is tuned to
He and C data and therefore the uncertainty on cross
sections are extrapolated for CR sources heavier than
CNO. The total p̄ source term is plotted in Fig. 9, along
with the contribution for every production channel. We
use the same inputs for CR fluxes and ISM components
as discussed in the context of Fig. 2. It is visible how the
measured hardening of CR nuclei fluxes with respect to
protons [4, 29] results in a corresponding hardening of
the antiproton source term [39]. The rescaling from the
prompt p̄ production follows Eq. (4). We also plot the
uncertainty band from the production cross sections, as
determined in the fits to data on prompt antiprotons.
In order to include the production from neutron and
hyperon decays, we pick the parameters as declared in
[16], and namely cIS1 = 0.114±0.1 for the determination
of ∆IS (see Eq. (5)), and 0.81±0.04, cΛ1 = 0.31±0.0375,
cΛ2 = 0.30 ± 0.0125 for the determination of ∆Λ (see
Eq. (6)). The results in Fig. 9 show that the uncer-
tainty due to prompt cross sections (bottom panel) are
at the level of ±15% above Tp̄ = 5 GeV. At Tp̄ ≤ 5 GeV
it increases to ±20% at 1 GeV. Adding the uncertain-

ties from isospin violation in the antineutron production
and from hyperon decays, the uncertainty on the total
antiproton source term ranges ±20% from high energies
down to about few GeV, and increases to ±30% below
that value. Above Tp̄ = 50 GeV the total antiproton
source spectrum can be approximated by a power law
with an index of about −2.5 .
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FIG. 9. Source terms of CR antiprotons and separate CR-
ISM contributions, grouped following the prescriptions in
Fig. 2. The shaded bands report the uncertainty due to
prompt p̄ production cross sections as derived in this paper.
In the bottom panel we show the relative uncertainty on
the total source term. The grey band refers to the prompt
p̄’s only, while the outer lines quantify the additional uncer-
tainty due to isospin violation and to hyperons decay.
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and L3–L8. This residual background is < 3% for the
boron sample and < 0.5% for carbon.
The background from carbon, nitrogen, and oxygen

interactions on materials above L1 (thin support structures
made by carbon fiber and aluminum honeycomb) has been
estimated from simulation, using MC samples generated
according to AMS flux measurements [32]. The simulation
of nuclear interactions has been validated using data as
shown in Fig. 3 of the Supplemental Material [31]. The
background from interactions above L1 in the boron
sample is 2% at 2 GV and increases up to 8% at 2.6
TV, while for the carbon sample it is< 0.5% over the entire
rigidity range. The total correction to the B=C ratio from
background subtraction is −2% at 2 GV, −3% at 20 GV,
−7% at 200 GV, and −10% at 2 TV.
After background subtraction the sample contains

2.3 × 106 boron and 8.3 × 106 carbon nuclei.
Data analysis.—The isotropic flux ΦZ

i for nuclei of
charge Z in the ith rigidity bin ðRi; Ri þ ΔRiÞ is given by

ΦZ
i ¼ NZ
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where NZ
i is the number of events of charge Z corrected

for bin-to-bin migrations, AZ
i is the effective acceptance, ϵZi

is the trigger efficiency, and Ti is the collection time.
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In this Letter the B=C ratio was measured in 67 bins from
1.9 GV to 2.6 TV with bin widths chosen according to the
rigidity resolution.
The bin-to-bin migration of events was corrected

using the unfolding procedure described in Ref. [4]

independently for the boron and the carbon samples.
This results in a correction on the B=C ratio of −2.4%
at 2 GV, −0.5% at 20 GV, −5% at 200 GV, and −13%
at 2 TV.
Extensive studies were made of the systematic errors.

These errors include the uncertainties in the two back-
ground estimations discussed above, in the trigger effi-
ciency, in the acceptance calculation, in the rigidity
resolution function, and in the absolute rigidity scale.
The systematic error on the B=C ratio associated with

background subtraction is dominated by the uncertainty of
∼10% in the boron sample background estimation for
interactions above L1, see, for example, Fig. 3 of the
Supplemental Material [31]. The total background sub-
traction error on the B=C ratio is < 1% over the entire
rigidity range.
The systematic error on the B=C ratio associated with the

trigger efficiency is < 0.5% over the entire rigidity range.
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FIG. 2. The B=C spectral index Δ as a function of rigidity.
The dashed red line shows the single power law fit result to the
B=C ratio above 65 GV; see Fig. 1.
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FIG. 3. The boron to carbon ratio as a function of kinetic energy
per nucleon EK compared with measurements since the year 1980
[12–21]. The dashed line is the B=C ratio required for the model
of Ref. [7].
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boron and 8.3 million carbon nuclei. The dashed line shows
the single power law fit starting from 65 GV with index Δ ¼
−0.333� 0.014ðfitÞ � 0.005ðsystÞ.
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TABLE VII. Fit results of fpA for the different pp Param. I and II, and for different data sets A (NA49 pC) and B (NA49 pC,
LHCb pHe).

Param. I Param. II

Parameter A B A B

D1 0.830± 0.012 0.825± 0.012 0.825± 0.012 0.828± 0.012

D2 0.149± 0.013 0.167± 0.012 0.154± 0.013 0.145± 0.012

ωNA49 1.000± 0.025 1.001± 0.024 1.000± 0.025 0.997± 0.024

ωLHCb - 0.900± 0.015 - 1.034± 0.018

on the pp parametrization. The fact that Hep is harder
than pHe comes from the CR flux which is harder for He
compared to p. The two parameterizations are compati-
ble within uncertainties in the AMS-02 Tp̄ energy range,
while Param. I implies a slightly softer p̄ spectrum w.r.t.
Param. II. The agreement with former parametrizations
Winkler and KMO is unchanged compared to the pp
study. However, the re-scaled Di Mauro et al. shows
large deviation in the shape at high energies. We rec-
ommend to use the re-scaling from this paper instead.

IV. THE TOTAL ANTIPROTON SOURCE
TERM

The results obtained in the previous sections can be
joint to compute the total antiproton source term in
the Galaxy, including antineutrons and antihyperons,
and the contributions from nuclei heavier than helium.
The latter, as shown in Fig. 2, give a contribution which
is not negligible when compared to errors on the p̄ flux
measured by AMS-02. The CR CNO on p or He con-
tributes to the source term at the few percent level each.
Even the heavier CR primaries NeMgSi and Fe may
contribute above 1%. We note that our fit is tuned to
He and C data and therefore the uncertainty on cross
sections are extrapolated for CR sources heavier than
CNO. The total p̄ source term is plotted in Fig. 9, along
with the contribution for every production channel. We
use the same inputs for CR fluxes and ISM components
as discussed in the context of Fig. 2. It is visible how the
measured hardening of CR nuclei fluxes with respect to
protons [4, 29] results in a corresponding hardening of
the antiproton source term [39]. The rescaling from the
prompt p̄ production follows Eq. (4). We also plot the
uncertainty band from the production cross sections, as
determined in the fits to data on prompt antiprotons.
In order to include the production from neutron and
hyperon decays, we pick the parameters as declared in
[16], and namely cIS1 = 0.114±0.1 for the determination
of ∆IS (see Eq. (5)), and 0.81±0.04, cΛ1 = 0.31±0.0375,
cΛ2 = 0.30 ± 0.0125 for the determination of ∆Λ (see
Eq. (6)). The results in Fig. 9 show that the uncer-
tainty due to prompt cross sections (bottom panel) are
at the level of ±15% above Tp̄ = 5 GeV. At Tp̄ ≤ 5 GeV
it increases to ±20% at 1 GeV. Adding the uncertain-

ties from isospin violation in the antineutron production
and from hyperon decays, the uncertainty on the total
antiproton source term ranges ±20% from high energies
down to about few GeV, and increases to ±30% below
that value. Above Tp̄ = 50 GeV the total antiproton
source spectrum can be approximated by a power law
with an index of about −2.5 .
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and L3–L8. This residual background is < 3% for the
boron sample and < 0.5% for carbon.
The background from carbon, nitrogen, and oxygen

interactions on materials above L1 (thin support structures
made by carbon fiber and aluminum honeycomb) has been
estimated from simulation, using MC samples generated
according to AMS flux measurements [32]. The simulation
of nuclear interactions has been validated using data as
shown in Fig. 3 of the Supplemental Material [31]. The
background from interactions above L1 in the boron
sample is 2% at 2 GV and increases up to 8% at 2.6
TV, while for the carbon sample it is< 0.5% over the entire
rigidity range. The total correction to the B=C ratio from
background subtraction is −2% at 2 GV, −3% at 20 GV,
−7% at 200 GV, and −10% at 2 TV.
After background subtraction the sample contains

2.3 × 106 boron and 8.3 × 106 carbon nuclei.
Data analysis.—The isotropic flux ΦZ
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In this Letter the B=C ratio was measured in 67 bins from
1.9 GV to 2.6 TV with bin widths chosen according to the
rigidity resolution.
The bin-to-bin migration of events was corrected

using the unfolding procedure described in Ref. [4]

independently for the boron and the carbon samples.
This results in a correction on the B=C ratio of −2.4%
at 2 GV, −0.5% at 20 GV, −5% at 200 GV, and −13%
at 2 TV.
Extensive studies were made of the systematic errors.

These errors include the uncertainties in the two back-
ground estimations discussed above, in the trigger effi-
ciency, in the acceptance calculation, in the rigidity
resolution function, and in the absolute rigidity scale.
The systematic error on the B=C ratio associated with

background subtraction is dominated by the uncertainty of
∼10% in the boron sample background estimation for
interactions above L1, see, for example, Fig. 3 of the
Supplemental Material [31]. The total background sub-
traction error on the B=C ratio is < 1% over the entire
rigidity range.
The systematic error on the B=C ratio associated with the

trigger efficiency is < 0.5% over the entire rigidity range.
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FIG. 2. The B=C spectral index Δ as a function of rigidity.
The dashed red line shows the single power law fit result to the
B=C ratio above 65 GV; see Fig. 1.
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boron and 8.3 million carbon nuclei. The dashed line shows
the single power law fit starting from 65 GV with index Δ ¼
−0.333� 0.014ðfitÞ � 0.005ðsystÞ.
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TABLE VII. Fit results of fpA for the different pp Param. I and II, and for different data sets A (NA49 pC) and B (NA49 pC,
LHCb pHe).

Param. I Param. II

Parameter A B A B

D1 0.830± 0.012 0.825± 0.012 0.825± 0.012 0.828± 0.012

D2 0.149± 0.013 0.167± 0.012 0.154± 0.013 0.145± 0.012

ωNA49 1.000± 0.025 1.001± 0.024 1.000± 0.025 0.997± 0.024

ωLHCb - 0.900± 0.015 - 1.034± 0.018

on the pp parametrization. The fact that Hep is harder
than pHe comes from the CR flux which is harder for He
compared to p. The two parameterizations are compati-
ble within uncertainties in the AMS-02 Tp̄ energy range,
while Param. I implies a slightly softer p̄ spectrum w.r.t.
Param. II. The agreement with former parametrizations
Winkler and KMO is unchanged compared to the pp
study. However, the re-scaled Di Mauro et al. shows
large deviation in the shape at high energies. We rec-
ommend to use the re-scaling from this paper instead.

IV. THE TOTAL ANTIPROTON SOURCE
TERM

The results obtained in the previous sections can be
joint to compute the total antiproton source term in
the Galaxy, including antineutrons and antihyperons,
and the contributions from nuclei heavier than helium.
The latter, as shown in Fig. 2, give a contribution which
is not negligible when compared to errors on the p̄ flux
measured by AMS-02. The CR CNO on p or He con-
tributes to the source term at the few percent level each.
Even the heavier CR primaries NeMgSi and Fe may
contribute above 1%. We note that our fit is tuned to
He and C data and therefore the uncertainty on cross
sections are extrapolated for CR sources heavier than
CNO. The total p̄ source term is plotted in Fig. 9, along
with the contribution for every production channel. We
use the same inputs for CR fluxes and ISM components
as discussed in the context of Fig. 2. It is visible how the
measured hardening of CR nuclei fluxes with respect to
protons [4, 29] results in a corresponding hardening of
the antiproton source term [39]. The rescaling from the
prompt p̄ production follows Eq. (4). We also plot the
uncertainty band from the production cross sections, as
determined in the fits to data on prompt antiprotons.
In order to include the production from neutron and
hyperon decays, we pick the parameters as declared in
[16], and namely cIS1 = 0.114±0.1 for the determination
of ∆IS (see Eq. (5)), and 0.81±0.04, cΛ1 = 0.31±0.0375,
cΛ2 = 0.30 ± 0.0125 for the determination of ∆Λ (see
Eq. (6)). The results in Fig. 9 show that the uncer-
tainty due to prompt cross sections (bottom panel) are
at the level of ±15% above Tp̄ = 5 GeV. At Tp̄ ≤ 5 GeV
it increases to ±20% at 1 GeV. Adding the uncertain-

ties from isospin violation in the antineutron production
and from hyperon decays, the uncertainty on the total
antiproton source term ranges ±20% from high energies
down to about few GeV, and increases to ±30% below
that value. Above Tp̄ = 50 GeV the total antiproton
source spectrum can be approximated by a power law
with an index of about −2.5 .
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ISM contributions, grouped following the prescriptions in
Fig. 2. The shaded bands report the uncertainty due to
prompt p̄ production cross sections as derived in this paper.
In the bottom panel we show the relative uncertainty on
the total source term. The grey band refers to the prompt
p̄’s only, while the outer lines quantify the additional uncer-
tainty due to isospin violation and to hyperons decay.
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(p̄/p) Uncertainty
δ2p̄/p ∼ δ2(B/C) + δ2σpp̄

+ δ2σprod

∼ 0.032 + 0.22 + 0.22 = 0.282

and L3–L8. This residual background is < 3% for the
boron sample and < 0.5% for carbon.
The background from carbon, nitrogen, and oxygen

interactions on materials above L1 (thin support structures
made by carbon fiber and aluminum honeycomb) has been
estimated from simulation, using MC samples generated
according to AMS flux measurements [32]. The simulation
of nuclear interactions has been validated using data as
shown in Fig. 3 of the Supplemental Material [31]. The
background from interactions above L1 in the boron
sample is 2% at 2 GV and increases up to 8% at 2.6
TV, while for the carbon sample it is< 0.5% over the entire
rigidity range. The total correction to the B=C ratio from
background subtraction is −2% at 2 GV, −3% at 20 GV,
−7% at 200 GV, and −10% at 2 TV.
After background subtraction the sample contains

2.3 × 106 boron and 8.3 × 106 carbon nuclei.
Data analysis.—The isotropic flux ΦZ

i for nuclei of
charge Z in the ith rigidity bin ðRi; Ri þ ΔRiÞ is given by

ΦZ
i ¼ NZ

i

AZ
i ϵ

Z
i TiΔRi

; ð1Þ

where NZ
i is the number of events of charge Z corrected

for bin-to-bin migrations, AZ
i is the effective acceptance, ϵZi

is the trigger efficiency, and Ti is the collection time.
The B=C ratio in each rigidity bin is then given by
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In this Letter the B=C ratio was measured in 67 bins from
1.9 GV to 2.6 TV with bin widths chosen according to the
rigidity resolution.
The bin-to-bin migration of events was corrected

using the unfolding procedure described in Ref. [4]

independently for the boron and the carbon samples.
This results in a correction on the B=C ratio of −2.4%
at 2 GV, −0.5% at 20 GV, −5% at 200 GV, and −13%
at 2 TV.
Extensive studies were made of the systematic errors.

These errors include the uncertainties in the two back-
ground estimations discussed above, in the trigger effi-
ciency, in the acceptance calculation, in the rigidity
resolution function, and in the absolute rigidity scale.
The systematic error on the B=C ratio associated with

background subtraction is dominated by the uncertainty of
∼10% in the boron sample background estimation for
interactions above L1, see, for example, Fig. 3 of the
Supplemental Material [31]. The total background sub-
traction error on the B=C ratio is < 1% over the entire
rigidity range.
The systematic error on the B=C ratio associated with the

trigger efficiency is < 0.5% over the entire rigidity range.
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FIG. 2. The B=C spectral index Δ as a function of rigidity.
The dashed red line shows the single power law fit result to the
B=C ratio above 65 GV; see Fig. 1.
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FIG. 3. The boron to carbon ratio as a function of kinetic energy
per nucleon EK compared with measurements since the year 1980
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boron and 8.3 million carbon nuclei. The dashed line shows
the single power law fit starting from 65 GV with index Δ ¼
−0.333� 0.014ðfitÞ � 0.005ðsystÞ.
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TABLE VII. Fit results of fpA for the different pp Param. I and II, and for different data sets A (NA49 pC) and B (NA49 pC,
LHCb pHe).

Param. I Param. II

Parameter A B A B

D1 0.830± 0.012 0.825± 0.012 0.825± 0.012 0.828± 0.012

D2 0.149± 0.013 0.167± 0.012 0.154± 0.013 0.145± 0.012

ωNA49 1.000± 0.025 1.001± 0.024 1.000± 0.025 0.997± 0.024

ωLHCb - 0.900± 0.015 - 1.034± 0.018

on the pp parametrization. The fact that Hep is harder
than pHe comes from the CR flux which is harder for He
compared to p. The two parameterizations are compati-
ble within uncertainties in the AMS-02 Tp̄ energy range,
while Param. I implies a slightly softer p̄ spectrum w.r.t.
Param. II. The agreement with former parametrizations
Winkler and KMO is unchanged compared to the pp
study. However, the re-scaled Di Mauro et al. shows
large deviation in the shape at high energies. We rec-
ommend to use the re-scaling from this paper instead.

IV. THE TOTAL ANTIPROTON SOURCE
TERM

The results obtained in the previous sections can be
joint to compute the total antiproton source term in
the Galaxy, including antineutrons and antihyperons,
and the contributions from nuclei heavier than helium.
The latter, as shown in Fig. 2, give a contribution which
is not negligible when compared to errors on the p̄ flux
measured by AMS-02. The CR CNO on p or He con-
tributes to the source term at the few percent level each.
Even the heavier CR primaries NeMgSi and Fe may
contribute above 1%. We note that our fit is tuned to
He and C data and therefore the uncertainty on cross
sections are extrapolated for CR sources heavier than
CNO. The total p̄ source term is plotted in Fig. 9, along
with the contribution for every production channel. We
use the same inputs for CR fluxes and ISM components
as discussed in the context of Fig. 2. It is visible how the
measured hardening of CR nuclei fluxes with respect to
protons [4, 29] results in a corresponding hardening of
the antiproton source term [39]. The rescaling from the
prompt p̄ production follows Eq. (4). We also plot the
uncertainty band from the production cross sections, as
determined in the fits to data on prompt antiprotons.
In order to include the production from neutron and
hyperon decays, we pick the parameters as declared in
[16], and namely cIS1 = 0.114±0.1 for the determination
of ∆IS (see Eq. (5)), and 0.81±0.04, cΛ1 = 0.31±0.0375,
cΛ2 = 0.30 ± 0.0125 for the determination of ∆Λ (see
Eq. (6)). The results in Fig. 9 show that the uncer-
tainty due to prompt cross sections (bottom panel) are
at the level of ±15% above Tp̄ = 5 GeV. At Tp̄ ≤ 5 GeV
it increases to ±20% at 1 GeV. Adding the uncertain-

ties from isospin violation in the antineutron production
and from hyperon decays, the uncertainty on the total
antiproton source term ranges ±20% from high energies
down to about few GeV, and increases to ±30% below
that value. Above Tp̄ = 50 GeV the total antiproton
source spectrum can be approximated by a power law
with an index of about −2.5 .
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Flux Impact fabc = 1− ψsec(σa+b→c=0)
ψsec(ref)
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Flux Impact fabc = 1− ψsec(σa+b→c=0)
ψsec(ref)
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Uncertainty of Secondary Fluxes

▶ fully correlated uncertainties:(
∆ψtot

ψtot

)corr
≈

∑
a,b,c

fabc
∆σabc

σabc

▶ uncorrelated uncertainties:(
∆ψtot

ψtot

)uncorr
≈

√√√√∑
a,b,c

(
fabc

∆σabc

σabc

)2

▶ uncorrelated uncertainties for fragments of the same
projectile, but correlated for different projectiles:(

∆ψtot

ψtot

)mix

≈
∑
a

√√√√∑
b,c

(
fabc

∆σabc

σabc

)2

▶ relative cross section uncertainty ∆σabc

σabc



Uncertainty of B Flux

assuming a current relative cross section uncertainty of 20%
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Uncertainty of Li/Be/B/C/N Flux
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Proposed Measurements of Fragmentation Cross
Sections with NA61/SHINE

EUROPEAN ORGANISATION FOR NUCLEAR RESEARCH (CERN)

October 3, 2017

Addendum to the NA61/SHINE Proposal SPSC-P-330

Feasibility Study for the Measurement of
Nuclear Fragmentation Cross Sections with

NA61/SHINE at the CERN SPS

The NA61/SHINE Collaboration

Summary

A detailed knowledge of the fragmentation cross sections of intermediate mass nu-
clei is of paramount importance to understand the propagation of cosmic rays in our
Galaxy and to evaluate the background for dark matter searches with space-based
cosmic-ray experiments such as AMS.

Therefore, we suggest a one-week test run in 2018 with secondary ions to estab-
lish the capabilities of NA61/SHINE to measure fragmentation cross sections at iso-
tope level. No major modifications to the experimental setup of NA61/SHINE are
needed to perform this feasibility study. The experience gained during the test run
will be used to formulate a comprehensive measurement campaign for cosmic-ray
related fragmentation cross sections for the possible extension of the NA61/SHINE
physics program beyond 2020. The test data on carbon-proton and oxygen-proton
interactions at 13A GeV/c that we intend to collect during the proposed test run have
already the potential to reduce the current cross section uncertainties.

c© 2017 CERN for the benefit of the NA61/SHINE Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.

EUROPEAN LABORATORY FOR PARTICLE PHYSICS

Addendum to the NA61/SHINE Proposal SPSC-P-330

Study of Hadron-Nucleus and Nucleus-Nucleus Collisions
at the CERN SPS

Early Post-LS2 Measurements and Future Plans

The NA61/SHINE Collaboration and the CERN team
http://na61.web.cern.ch/

Abstract

NA61/SHINE proposes to continue measurements of hadron and nuclear frag-
ment production properties in reactions induced by hadron and ion beams. The new
measurements requested will provide unique data on (i) charm hadron production
in Pb+Pb collisions for heavy ion physics, (ii) nuclear fragmentation cross sections
for cosmic ray physics and (iii) hadron production in hadron-induced reactions for
neutrino physics. The measurements require upgrades of the NA61/SHINE detec-
tor that shall increase the data taking rate to about 1 kHz. NA61/SHINE is the only
experiment which can conduct the measurements in the near future.

In this document the beam request for the early post-LS2 measurements in 2022
is presented. Plans for a continuation of measurements are also discussed.

May 27, 2018

CERN-SPSC-2017-035

CERN-SPSC-2018-008



Pb/Ar 13...150 A GeV/c from SPS on Primary Target



Secondary Fragments, A/Z Selection
for the NA61 target thickness corresponding to 1.5% inelastic interaction probability and an
on-line centrality selection of the 20% most central of all inelastic interactions one gets for the
necessary t-ion intensity during the spill:

I(t-ions) ≥ 3 · 104 ions/sec .

The maximum beam particle flux (all-ions) is constrained by the time-resolution and
maximum read-out rate of the PSD and Z detectors [1]:

I(all-ions) ≤ 2 · 105 ions/sec .

Thus the fraction of t-ions in the all-ion beam should be larger than 15%.
The bias of the key physics measures caused by the contamination of unwanted-ions in the

trigger selected t-ions was discussed in Appendix I of Addendum 5 [2]. This bias is found to be
small compared to the other sources of systematic errors, if the ratio of w-ions/t-ions is larger
than 0.7.

3 The H2 fragment separator and the NA61 test set-up

T2 target
Be 18cm

Pb beam  
(13, 80 A GeV/c)

Degrader
Cu, 1 or 4 cm

dE/dx ~ Z
2

41 mrad

Rigidity 

Selection-1
B ~ (A/Z)*P

Rigidity

Selection-2

B ~ (A/Z)*Pnew

41 mrad

H2 Beam Line
Vertical Plane Beam 

Instrumentation

(A–detector, TOF,

Č for Z-tagging)

The H2 Beam Line as Ion Fragment Separator

Figure 1: Schematic view of the vertical plane of the H2 beam line, relevant for the ion fragment
separation For details see text.

In this section the main elements of the H2 fragment separator and the NA61 test set-up
relevant for this report are presented.

4

NA61/SHINE, CERN-SPSC-2011-005, JINST 9 (2014) P06005

B/C/O

20AGeV/c,A/Z = 2, P. Aguayo et al, NIM A560 (2006) 291



Beam Particle Id (A and Z with ToF, dE/dX, Č)

installation of ToF cable along H2 beam line, Feb 2018

Z2 detector, Be run (Cherenkov in Quartz)



H2/C2H4/C target at NA61/SHINE



NA61/SHINE Experiment at SPS

π−+C interaction at 158 GeV/c

• large acceptance≈ 50% at pT ≤ 2.5GeV/c

• momentum resolution: σ(p)/p2 ≈ 10−4(GeV/c)−1

• tracking efficiency: > 95%



Fragment Identification (A and Z)

Z2 from dE/dx in TPC
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Fragment Identification (A and Z)

Z2 vs. Z/A (from deflection at full B)



Data Taking Plans

50

100

150

11B

10B

σ
(1
2
C
→
B
)
[m
b]

●● Roche

●● Olson

●● Webber- 3

●● Webber- 2

●● Lindstrom

●● Korejwo

●● Fontes- 1

●● Davids

NA61/SHINE

0.01                   0.1                        1                        10                     100

E [GeV/n]

RW17a

RW17b

• 1 week pilot run scheduled in December 2018!
→ trigger on 12C and 16O beam.

• 3 weeks dedicated CR running after LS2 (2022?)
→ upgraded DAQ
→measure all σ relevant for Li, Be, B, C and N

(trigger on Li ... Si)
→mainly X+p, what about He target?
→ secondary flux uncertainty from σ < 1%



NA61 p+p Measurements relevant for GCRs



NA61 p+p Measurements relevant for GCRs
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Figure 25: (Color online) Transverse momentum-rapidity spectrum of π−, π+, K−, K+, p and p̄ produced in inelastic
p+p interactions at 20, 31, 40, 80 and 158 GeV/c. Color scale represents particle multiplicities normalized to the
phase-space bin size ( dn

dydpT
).
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Figure 25: (Color online) Transverse momentum-rapidity spectrum of π−, π+, K−, K+, p and p̄ produced in inelastic
p+p interactions at 20, 31, 40, 80 and 158 GeV/c. Color scale represents particle multiplicities normalized to the
phase-space bin size ( dn

dydpT
).
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Work in Progress: (Anti-)deuteron Production



Thanks!
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